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ABSTRACT 

People with hearing and speech disabilities in Arab 

society have obstacles to communicate since Arabic 

sign language (ArSL) has not been widely understood 

among society's members. Using technology to 

translate hand gestures from (ArSL) to written Arabic 

language can help bridge communication gaps and 

break down disability barriers in Arab society. latest 

research utilizes the camera to record the user’s hand 

features to recognize its gestures. In this research a 

software was developed to recognize ArSL hand 

gestures in real time and immediately translate them to 

written alphabet Arabic letters utilizing Convolutional 

Neural Networks (CNNs), Teachable Machine. Our 

methodology involves data collection and preparation, 

Therefore an ArSL alphabet database has been 

created, with 28 categories representing the Arabic 

letters. For each letter, 400 images were captured. 

Then 87.5% of the dataset was passed to Google’s 

Teachable Machine for training process, after that the 

dataset was tested and evaluated. Finally, the 

remaining 12.5% of dataset were used on local host for 

testing the model generated. The accuracy value for 

the model on local host was 92%. The experimental 

output shows the proposed model has good 

performance results in real time where the average 

recognition accuracy was 93.8%. 

Cite this article. Alshareef N, Abobake R, Abd Aljalil A. Arabic Sign Language Recognition in Real Time Using Transfer Deep 

Learning. Alq J Med App Sci. 2024;7(3):730-739. https://doi.org/10.54361/ajmas.247338  

 

INTRODUCTION 
One of life’s most important elements is communication since it helps us express ourselves and our needs more easily, 

quickly, and effectively. Language is considered as crucial communication tools in which we interact with others, and 

it must be learned in order for efficient communication to take place; otherwise, we would have difficulties transmitting 

our intentions. As it is known, there are many different languages on the globe, both spoken and unspoken languages. 

And learning the appropriate spoken languages is the most common. However, there are some groups in our society that 

require nonverbal communication, such as deaf and mute who communicate using Sign Language (SL). Therefore, this 

kind of language needs to be taught to those in need and their relatives in order for them to communicate efficiently .SL 

is systematics approach of hand motion and hand gestures It is considered as a vital tool for daily interaction for the 

hearing and speech disabilities communities. Actually. Hand gestures are a fundamental part of human communication 

and may also serve as an essential form of human computer interaction [1]. However, SL is not widely used within the 

hearing community, and fewer are able to understand it. This creates a serious communication barrier between the deaf 

population and the rest of society, a problem that has yet to be entirely resolved. 

Recognizing hand gestures is essential for overcoming numerous obstacles and simplifying people’s lives. Countless 

applications can make use of machines' ability to comprehend human activity and its significance. Sign language 

recognition is one area of interest in particular [2]. However, SL is not standardized. And that is one of the most difficult 
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problems researchers faces. Every country around the world has its own sign language. Even though the Arabic sign 

language (ArSL) differs from country to another and that due to the lack of coordination between deaf communities and 

the institutions providing care for them in the Arab nation. Researchers and engineers have begun to adopt vision-based 

systems, which are quite affordable due to the utilization of cameras. Many sign language research efforts have been 

conducted extensively in English, Asian, and Latin sign languages, with little attention dedicated to Arabic due to the 

fact that there is no generally recognized database among researchers of Arabic sign language. As a result, the 

researchers were forced to create the datasets themselves, which was a difficult process. Despite the efforts of numerous 

academics, a comprehensive solution to this problem has yet to be found. 

Sign language has become a method of oral teaching for deaf people, especially children, using hand gestures to mimic 

the forms of the letters of the alphabet. Figure 1 depicts the form of Arabic language signs (ArSL) in order to enhance 

communication with others. There are three layers for learning ArSL, Arabic alphabet gestures, Isolated Gestures (Word 

level), Continuous gesture (Sentence level) [3]. 

The greatest challenge that peoples with hearing and speaking disabilities face is a lack of communication with their 

communities. They need to pay translators and other services to communicate with others in their daily lives, but the 

costs are immense. Thus, finding a low-cost solution to this challenge is critical. Establishing a model based on computer 

vision and deep learning using Neural Networks is considered relatively cheaper, as it only requires a computer and a 

camera to recognize the Arabic Sign Language letters. However, another problem is raised which is the lack of a unified 

sign language database for Arabic letters. So, we are considering creating a database to gather the largest possible 

number of images of gestures representing the Arabic Sign Language Letters which will be used to train the network 

for the recognition process in real time. 

In this paper, we will concentrate on Arabic alphabet gestures level, which will assist the deaf and mute people in 

overcoming communication problems and beginning to learn the Arabic alphabet. 

 

 
Figure 1. Arabic alphabet signs [4] 

 

RELATED WORK 

ArSL is one of the Semitic languages spoken by around 380 million people as their primary official language globally 

is Arabic, an elegant and interesting language. Arabs have a tenable intellectual and semantic homogeneity [5]. 

In this is study, the authors focus on capability of Neural Network (NN) to help with ArSL hand gesture recognition [6]. 

The goal of the study was to demonstrate the usage of several NN models, comprising stationary and dynamic indicators, 

through the recognition of actual human gestures. They first showed how to use a Feed Forward Neural Network (FFNN) 

and a Recurrent Neural Network (RNN) in conjunction with their various topologies and totally and moderately 

repeating systems. The evaluation results showed that the suggested form with the full repeated design does have an 

implementation with a precision rate of 95% for stationary action recognition, which motivated them to further study 

their proposed structure. 

Proposed the K-nearest neighbor classifier and statistical feature extraction method for the Arabic sign language. The 

main issue with the method is that it requires users to wear instrumented hand gloves in order to gather information 

about a specific gesture, which frequently causes the user great distress [7]. 

 

METHODS 
First of all, the data gathering and preparation must be completed to ensure that the dataset is coordinated and consistent 

with the model as an input. So, in this section, we will go over how data is collected and preprocessed. 
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Figure 2. Methodology of proposed system 

 

Dataset Collection and Preprocessing 

In order to construct models based on machine learning, gathering data is an essential precondition. It is impossible to 

perform machine learning without a dataset. Preprocessing the data is the initial step in building a functional deep 

learning model. It is employed to convert the unprocessed data into a useful and efficient format. 

 

Data Acquisition 

A framework of images is the data obtained in vision-based recognition of gestures. Using image-capturing tools like 

webcams, stereo cameras, and regular video cameras, the input for such a system is gathered. 

The proposed sign language detection system is built on the frame captured by a webcam on a laptop or PC. Image 

processing is done with OpenCV, an open-source collection of computer vision programming tools. To improve 

accuracy while utilizing a huge dataset, several photos of distinct sign language letters were captured from diverse 

individuals, perspectives, and lighting circumstances. 

 

Image pre_processing 

In this research, we are going to use a data collection program created using OpenCV, Pillow,Cvzone and  MediaPipe 

library packages in Python. 

The goal of OpenCV is to create applications using real-time computer vision technologies. Its numerous applications 

include facial recognition and detection, object identification, classifying human actions, tracking the movements of 

objects and cameras, 3D object modeling, and more. It has more than 2500 powerful machine learning and 

computational vision algorithms [8]. 

Hand tracking is the technique of utilizing computer vision to identify and track Hands’ movements in real time. With 

OpenCV, create a new fully labeled dataset for Alphabetic Arabic sign language (AArSL). 

For the purpose of implementing the suggested system, the hand sign images are taken with a webcam to build a dataset 

from row images for training and testing. The images were taken in various environments (different angles, varying 

illumination, sharpness and focus, shifting the size and distance of the objects, and taking pictures of various people). 
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Hand landmarks detection 

First, MediaPipe is used for hands and hand key points detection. 

Using the MediaPipe Hand Landmarker, one may locate important hand locations and overlay visual effects on the 

hands by detecting landmarks in an image. In order to produce hand landmarks in image coordinates, hand 

landmarks in world coordinates, and handedness (left/right hand) of multiple detected hands, it uses a machine 

learning (ML) model to work on picture data as static data or a continuous stream [9]. 

To track hands, MediaPipe Hands performs two processes for hands’ tracking: palm detection and landmark 

detection. MediaPipe begins by identifying where the palms are in the input image, so We construct a VideoCapture 

object and supply the value "0." It is the system's camera IDAt present, the system is linked to a single webcam. 

Then, by using landmark detection, gives a total of 21 important points for every hand that is found. The Hand 

landmarks are displayed in Figure 3. 

 

 
Figure 3. hand landmarks [9] 

 

Crop images 

The second part would be to crop the image once we get the hand. In Python, image cropping is done using NumPy 

array slicing. The slicing process needs to specify the start and end index of the first as well as the second dimension 

[10].The number of rows or the height of the image is the first dimension. and the number of columns or the width of 

the image is the second. After that the obtained images as shown in Figure 4, should be adjusted to have the same size 

using a white image which is generated by NumPy array with size 224*224.  

As in figure 5, there is no variance among images of various gestures which is an important requirement of the Neural 

Network. 

 
Figure 4. images of different gestures size 

 

 
Figure 5. Cropping of hand and plotting landmarks 

 

Feature Extraction 

One of the most crucial parts in image processing is to select and extract important features from an image. Note that 

the Images when captured and stored as a dataset usually take up a whole lot of space as they are a huge amount of data. 

Feature extraction solves this by reducing the data after the important features are automatically extracted.  It also helps 
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to preserve the precision of the classifier while simplifying its complexity. In the extraction of information from a wide 

range of data sources that may be represented as structured, multidimensional arrays of measurements have been made, 

in particular using convolutional neural network (CNN)-based DL approaches [11]. Here, feature extraction of CNN 

plays an important role in recognition tasks. The pooling layer in the Convolutional Neural Network main idea is to 

reduce the size of the data set by capturing the important features in which the network should be trained to recognize 

and extract them from the large input images. 

 

Data Preparation 

The dataset we built has 11200 images of Arabic sign language alphabets. For some storage plans, 28 folders are made, 

and each folder has about 400 images in it that are treated as datasets for the model's training and Testing. 

First, we took 50 images from each folder for the model evaluation stage which will be done after completing the training 

process using Google’s Teachable Machine. So, the total training data used is 350 from each class (total of 9800 images), 

and the remaining 1400 images are used for the evaluation process. By default, the 85% from the dataset passed to 

Google Teachable Machine (total of 8330 images) are used for training the model and 1470 images (the 15% remains 

from the passed dataset) will be used by Teachable Machine for testing the model. 

 

Model generation & Classification 

The gesture classification stage constitutes the last step of the whole process. The extracted appearance features are 

compared and classified in order to recognize and identify the presented gesture. 

Once the dataset has been meticulously compiled, and all the necessary images for model development have been 

gathered and prepared, the next crucial step is to develop a machine learning model which can help us predict the hand 

sign. 

Following the preparation stage of image data, the next pivotal phase involves modeling using Google’s Teachable 

Machine to generate a machine learning model highlight three options available on Google's Teachable Machine website 

for creating machine learning models: image classification, voice classification, and pose classification, all utilizing 

transfer learning techniques with a pre-trained neural network [12]. In our work, the image classification method was 

utilized to create the model. We provided various classes with images relevant to sign language and fed them into 

Teachable Machine to generate the machine learning model, as depicted in Figure 6. This process facilitates easy 

customization of classes and enables the augmentation of precision in refining the machine learning model before 

initiating the model generation phase. 

 

 
Figure 6. Input data sample and Model Generation 

 

RESULTS  
Our proposed approach involves real-time identification of a person's hand within each frame of camera video. 

Subsequently, we isolate the region of interest from the video frame. Our preprocessing algorithms resize the cropped 

hand image to dimensions of 224 x 224. Refer to Figure 7 for a sample of the collected data. 
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Figure 7. Data sample 

 

After being cropped and preprocessed, the hand image is given into the teachable machine service, which uses the 

default parameters to train sample data. Table 1 shows some of the hyper parameters used in this study model. 

 
Table 1. Hyper parameters utilized in our project 

 

 

  

 

 

 

These models employ a technique known as transfer learning. There is a pre-trained neural network, and once you 

construct your classes, picture them as the neural net's last layer or step. Specifically, the image models are learning 

from pre-trained mobilenet models. The findings will then be shown on the top right for testing purposes before being 

exported to a (Ten-sorflow) keras file, which will be utilized to construct the Hand motion detection system. 

The model's performance is assessed by comparing its classification of the testing data to the ground truth. The confusion 

matrix score reflects the model's accuracy in predicting all positive outcomes it generates [13]. Table 2 illustrated 

confusion matrix. 
Table 2. Assessment using a confusion matrix. 

 

Predicated Class 
Actual Class 

Positive (P) Negative (N) 

Positive (P) True Positive (TP) False Positive (FP) 

Negative (N) False Negative (FN) True Negative (TN) 

 

In the multi-class confusion matrix depicted in Figure 8, the highest values for each class level are located along the 

diagonal. This suggests that the model in Teachable Machine accurately predicted most of the correct values in the 

dataset. 

No Hyperparameter Alternative Value 

1 Epochs 50 

2 Batch Size 16 

3 Learning Rate 0.0001 
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Figure 8. Confusion matrix of the trained model in Teachable Machine 

 

TeachableMachine trains and tests all data within the class prior to exporting it. In this study, researchers acquired the 

source data in the form of a (Keras_model.h5) file show in Figure 9, which was prepared by Teachable Machine services 

as source code and then connected to Tensor flow machine learning using the Convolutional Neural Network (CNN) 

technique. Subsequently, the file is executed on the researchers' computer at the local host. 

 

 
Figure 9.  Export model and download (keras_model.h5) file on teachable machine. 

 

Test model result 

The proposed approaches were tested on 1400 images from our test dataset, which contains 28 classes, each class 

containing 50 images. Figures 10 include a confusion matrix for 28 classes to test the efficacy of the proposed teachable 

machine model. 
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Figure 10.  Confusion matrix for the test teachable machine model on our test dataset. 

 

To evaluate the models, we employed accuracy, Recall, Precision and F1–score, computed as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑓𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 
  1 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 2 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
         3 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
             4 

Figure 11 illustrates the performance of the model on the test dataset. 

 

 
Figure 11. Performance of the model 
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Test in real time 

In Figure 12, we observe samples of Arabic alphabets and their real-time classification. We process the video in real-

time to predict hand gestures in each frame and classify them into one of the alphabet classes. 

 

    
 

   
 

 

 
 

   

Figure 12. Samples of Real-time Arabic sign alphabet recognition. 

 

Sign language recognition is a pivotal component for fostering inclusivity among the hearing-impaired community. This 

paper presents a real-time ArSL recognition system utilizing Convolutional Neural Networks (CNNs), with a focus on 

simplicity and accessibility through the use of Teachable Machine. The methodology involves data collection and 

preparation using OpenCV, a computer vision library, ensuring robustness in handling diverse sign gestures. The dataset, 

encompassing a variety of ArSL signs, was processed to facilitate effective model training on the Teachable Machine 

platform. This work contributes to advancing communication accessibility for the Arabic-speaking deaf community. 

 

CONCLUSION 
Our study focuses on a way to improve communication between individuals with speech difficulties and the general 

community. The main goal of this research was to create a model that would assist individuals with speech disabilities 

in communicating more effectively through ArSL while reducing the disadvantages of sign language, such as its lack of 

spread, the variety of its forms, and the difficulty of understanding it. We developed a model based on the database we 

established for Arabic Sign Language letters because there is no agreed-upon and authorized database that can be utilized 

during the training phase. To develop data leads according to the specified requirements, images were taken in variety 

condition of light and background They were captured in different lighting and background conditions with different 

individuals. 

The database was utilized to train and test the model, and the proportion of real-time predictions was extremely high 

and acceptable. Our approach may also be used to accurately identify hand gestures for human-computer interaction. 

During testing, the accuracy on localhost achieved 92%, while in real time it was 93.8%. 
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 (CNN)التعرف على لغة الإشارة العربية في الوقت الآني باستخدام التعلم العميق

 اسماء مصطفى عبدالجليل ، ريما عبدالجواد ابوبكر  ،الشريف نورا الحبيب 

 ليبيا  ،البيضاء ،جامعة عمر المختار ،كلية العلوم ،قسم الحاسوب
 

 صلخستمال

على نطاق   (ArSL) في المجتمع العربي، يواجه الصممم لالب م وممعوبا  في التواوممل، تن لم لغت ممر لةة اعرممار  العربية

المجتمع. للحل هذه الم م لة يم   اسمتخمام التيغيا  الحمي ة لترجمة ترمارا  اليم م  لةة اعرمار  العربية  لاسمع بي  ففرا   

تلى اللةة العربية الم توبة، مما سمميسمماعم على سممم هذه الكجو  لكسممر الحواجع التي لعيل التواوممل بيغقم لبي  باقي افرا  

  لتسمجيل ممم  يم المسمتخمم لالتعرع على ترماراله للرجمتقا الى للسمتخمم اببحا  الحمي ة ال اميرا .المجتمع العربي

لةة م توبة. في هذا البحث، لم لطوير برنامج لتحميم ترمممارا  لةة اعرمممار  العربية في الوقل الكعلي للرجمتقا فورا  تلى 

 Teachable"ليابلة للتعلم كمملالغمانج ا (CNNs) ابحرع العربية الم توبة، باستخمام ليغيا  ال ب ا  العصبية التمفيكية

Machine" للضمممممغمل مغقجيمة البحمث جمع البيمانما  لتعمما هما، حيمث لم تن مممماء قماعمم  بيمانما  ببجمميمة لةمة  .م  جوجمل

% م  البيانا   87.5وور  ل ل حرع. ثم لم استخمام    400فئة لم ل الحرلع العربية. للم التياط    28اعرار  العربية، بمممم

% المتبيية لاختبار الغمونج المطور محليا . لقم بلةل  قة 12.5، بيغما اسمتخمم  "Teachable Machine" لتمريب نمونج

 .% في المتوسط93.8% في الاختبارا  المحلية، كما كانل  قة التعرع على اعرارا  في الوقل الاني 92الغمونج 

  التعرع على ايماءا  اليم  (CNNs) مفيكية: التعرع على لةة الارمار  العربية   ال مب ا  العصمبية التالكلمات المفتاحية

 ؤية الحاسوبية.التعلم العميل  الر
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