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ABSTRACT 

Dense word vectors have demonstrated 

their efficacy in several downstream 

natural language processing (NLP) 

tasks in recent years. Nevertheless, the 

interpretability of these embeddings' 

dimensions remains challenging. In this 

paper, we investigate how eigenvectors 

can reveal different semantic properties 

captured by word embedding models. 

Hence, we train word embeddings (e.g., 

Word2Vec) on English Wikipedia 

corpus to analyze the top eigenvectors, 

identify specific semantic properties 

(e.g., sentiment, formality) associated 

with each, and explore how these 

properties are encoded in the 

embedding space. This paper also 

discussed the limitations and potential 

benefits of this approach compared to 

other methods for analyzing word 

embeddings. 
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INTRODUCTION 
Comprehending words plays a crucial role in various natural language processing activities, and has been conceptualized 

through the Distributional Hypothesis. Word embeddings, which are dense d-dimensional vector representations of 

words derived from this concept, are commonly known for capturing semantic similarities between words, as 

demonstrated by word2vec and GloVe [1-6]. These embeddings have proven to be useful in a wide range of NLP tasks, 

serving as word representation features in applications such as sentiment analysis and machine translation. 

In spite of their widespread usage, the interpretation of the dimensions of word vectors remains challenging [6]. Let's 

consider the vector wpresident= [0.1, 2.4, 0.3], which represents the word "president" in a 3-dimensional space according 

to word2vec. In this space, words with similar meanings, such as "minister" and "president," are located in close 

proximity. However, the specific meaning of the value 2.4 in wpresident remains unclear. Consequently, it becomes difficult 

to answer questions regarding the significance of high and low values in the columns of W, as well as how to interpret 

the dimensions of word vectors. Prior work addressed interpretability in word embeddings through sparse and non-

negative constraints on the embedding space [7-9] or post-processing pre-trained embeddings [6,10,11]. We propose a 

novel approach leveraging random matrix theory. We analyze eigenvectors of word embeddings derived from truncated 

SVD of the PPMI matrix [12-14]. We compare this to analyzing row and column spaces of Skip-Gram Negative 

Sampling (SGNS) used in word2vec training [15]. Based on the finding that SVD and SGNS factorize the same matrix 

[16], we posit that analyzing PPMI's principal eigenvectors can reveal information encoded in SGNS. 

In recent times, numerous studies have presented similar findings regarding the semantic grouping of column values. 

Various algorithms have been proposed to train non-negative sparse interpretable word vectors [7–9, 17]. 

Our analysis identified a unique characteristic of the principal eigenvector (u1) that warrants further investigation. 

Unlike other eigenvectors, u1 exhibits a significant deviation from a normal distribution. This implies that the 
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information encoded within u1 does not follow the typical pattern observed in the remaining eigenvectors. Additionally, 

all elements of u1 possess negative, non-zero values. This stands in stark contrast to the potentially positive or negative 

values found in other eigenvectors. This unique behavior of u1 compels us to explore its potential role in the embedding 

space. It is tempting to speculate that u1 might capture a common bias that impacts all "words" within the corpus. This 

aligns with the findings presented in [19], which explored the influence of news events on stock prices. The consistently 

negative values within u1 might hold a connection to this phenomenon, potentially reflecting a general negative 

sentiment associated with news events. However, further investigation is necessary to solidify this hypothesis. 

It is important to acknowledge prior efforts in achieving interpretability within the column space of word embeddings. 

For instance, the work presented in [6] proposed techniques for post-processing pre-trained word vectors by introducing 

non-negativity and sparsity constraints. While their approach demonstrably improved interpretability, the optional 

binarization of the vectors introduced a new challenge. The binary nature of the data makes it difficult to interpret the 

intensity or strength of the relationships between words compared to a real-valued representation. 

Building upon this prior research, the work in [10] offered a solution that addressed the limitations of binarization. Their 

approach involved training a rotation matrix specifically designed to transform pre-trained word2vec and GloVe vectors. 

This method achieved interpretability without imposing the limitations of sparsity or binary constraints. Additionally, 

the research presented in [11] explored a similar path by post-training pre-trained word embeddings using k-sparse 

autoencoders, incorporating constraints akin to those used in [6]. While these efforts – alongside others such as [13-17] 

– have demonstrably achieved interpretability in the column space, as evidenced through word intrusion detection tests, 

they come with certain limitations. A common thread among these approaches is the reliance on either sparsity and non-

negativity constraints or extensive post-processing steps. Furthermore, some of these methods dedicate less emphasis 

to analyzing and discussing the actual meanings associated with the interpretable dimensions, despite their stated goal 

of achieving interpretability. 

In contrast, our research prioritizes exploring the implications of interpretability in the column space using conventional 

algorithms. We deliberately avoid introducing any additional constraints or post-processing steps. This allows us to 

leverage the inherent structure within the pre-trained word embeddings and potentially gain deeper insights into the 

underlying semantic relationships captured by the principal eigenvector (u1) and other interpretable dimensions. By 

eschewing additional processing steps, we aim to gain a clearer understanding of the actual meanings encoded within 

these interpretable dimensions without introducing potential biases or artifacts through external manipulations. 

 

METHODS 
For integrating insights from the Random Matrix Theory literature, we employ a novel approach to examine the 

eigenvectors of MPPMI. Our analysis encompasses the investigation of eigenvector distributions, the computation of 

Inverse Participation Ratios (IPR) to gauge the proportion of noteworthy components, the assessment of structural 

sparsity, and the qualitative interpretation of these significant elements. 

The eigenvector elements 𝑢𝑘  are analyzed by comparing their empirical distribution with a normal distribution  

𝑁(𝜇𝑢𝑘 ,  𝜎𝑢𝑘
2 ) in order to assess the normality of the eigenvectors. The parameters  𝜇𝑢𝑘and  𝜎

𝑢𝑘
2  correspond to the mean 

and variance of 𝑢𝑘. 

Previous research [19] has demonstrated that eigenvectors that do not follow a Gaussian distribution exhibit significant 

correlations among stocks, as well as a global bias reflecting impactful news events that affect all stocks. These patterns 

will be further investigated in Section 5.1. 

The Inverse Participation Ratio (IPR), represented as 𝐼𝑘, serves as a measure to quantify the inverse proportion of 

significant elements within the eigenvector 𝑢𝑘 [19–21]. 

where 𝑢𝑖
𝑘 is the i-th element of 𝑢𝑘 . The intuition of IPR can be illustrated with two extreme cases. The first one is when 

all elements of 𝑢𝑘  are equal to the same value 1 √|𝑣|⁄  which results in 𝐼𝑘 is equal to 1 |𝑣|⁄  with reciprocal 
1

𝐼𝑘
 being |𝑣|. 

As a result, this makes all elements contribute in a similar way. The other case is when one element is used as a one-hot 

vector with only one element as one, and the rest as zero. In this case 𝑢𝑘 will have an IPR value of one and the sane 

goes for reciprocal.  

 

Visualization of the most significant elements of the top eigenvector 

Considering 𝑢𝑘 ,  𝑣𝑘  ∈ ℝ|𝑣|, we have the ability to associate each index of the vectors with a word in the vocabulary V. 

Consequently, we explore the dimensions and their corresponding indices (or words) that possess the highest absolute 

values, aiming to identify semantic consistency. Previous studies employing similar methodologies with financial data 

have successfully clustered stocks from the same industries or proximate regions [19]. Likewise, in the context of genetic 
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data, this approach has unveiled crucial co-evolving genes within gene co-expression networks [20]. 

 

RESULTS 
Training 

We utilized the English Wikipedia [21] dump that was processed using Matt Mahoney's Perl script, a tool that has been 

referenced in previous studies. By eliminating extraneous non-alphanumeric characters like XML tags, the dataset size 

was significantly decreased from about 66GB to 25GB, encompassing roughly 3.4 billion tokens. The vocabulary size 

is estimated to be around 346,000, focusing solely on words that appear at least 100 times. 

 
Figure 1. The eigenvector distributions of u1, u2, u100, and u500 (where u1 represents the largest eigenvector) are depicted in the 

graph. The solid curves in the graph represent Gaussian distributions. 

 

Distribution of Eigenvector Elements 

From the data presented in Figure 1, it is evident that eigenvectors associated with the larger eigenvalues, such as u1 or 

u2, exhibit a noticeable departure from a Gaussian distribution. Similarly, u100 and u500 also show deviations, albeit to a 

lesser extent. This observation indicates that the eigenvectors possess non-random characteristics and contain significant 

correlations. Such a pattern is expected since these vectors are the principal eigenvectors. 

Our analysis revealed a unique characteristic of the principal eigenvector (u1). Unlike other eigenvectors, u1 exhibits 

significant deviation from a normal distribution and contains only negative, non-zero values. This suggests u1 might 

capture a global bias affecting all "words" potentially linked to the influence of news events on stock prices, as explored 

in [19]. 

 

The Inverse Participation Ratio 

Figure 2 depicts the Inverse Participation Ratio (IPR) of 𝑢𝑘 in relation to the eigenvalue 𝜆𝑘, and similarly for 𝑣𝑘. The 

visualization highlights that the eigenvectors of WSVD exhibit IPR values around 10 times greater than those of WSGNS, 

indicating a significantly sparser nature of vectors in WSVD. 

From the data presented in Figure 2a, it is evident that the eigenvector with the highest magnitude has the lowest Inverse 

Participation Ratio (IPR) value of 0.000006. Furthermore, when the reciprocal of 𝐼𝑘 is divided by the absolute value of 

V, it results in a value of 48%. In contrast, the largest 𝐼𝑘yields a value of approximately 4.7%. The average value of the 

reciprocal of 𝐼𝑘 divided by the absolute value of 𝑣 , across all eigenvectors, is 27.5%. This suggests the presence of 

some sparse structure within the eigenvectors of WSVD.  

On the other hand, Figure 2b illustrates that the mean value for 𝑣𝑘is approximately 36%. This indicates that the column 

vectors of WSGNS are generally denser and less structured compared to WSVD. The observed difference in structural 

sparsity between the two methods motivates us to conduct a thorough analysis of the eigenvectors of WSVD. 
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Figure 2. The concentration of points increases as the dots become redder, as indicated by the inverse participation ratios. 

 

DISCUSSION 
Based on the findings from the preceding sections, we proceed to analyze the principal components of the eigenvectors 

by arranging their absolute values in a descending order. The outcomes are presented in Table 1, revealing intriguing 

patterns as the prominent dimensions or the associated "words" of each eigenvector tend to create semantically or 

syntactically cohesive clusters. For example, u14 clusters French terms together, while u121 displays words related to 

baseball. Some terms within u121 may initially appear unrelated to baseball. Nevertheless, "buehrle" is a baseball player, 

"rbis" represents "Run Batted Ins", and "astros" denotes a baseball team based in Houston. Conversely, the terms 

grouped in u1, the most significant eigenvector, could elucidate the bias discussed in Training Section. The noteworthy 

elements appear to be potent transitional words frequently utilized for dramatic impact, such as "importantly" or 

"crucially". Clearly, these terms heighten the intensity of the context. 

 
Table 1. The primary eigenvectors (dimensions with the greatest magnitudes) of WSVD organize into semantically meaningful 

clusters. Eigenvectors u14 and u121 exhibit high IPR values, whereas the rest represent eigenvectors associated with the largest 

eigenvalues. 

 
 

CONCLUSION 
In this study, we examined the eigenvectors, specifically the column space, of the word embeddings derived from the 

Singular Value Decomposition of the PPMI matrix. Our analysis unveiled that the prominent components of the 
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eigenvectors cluster together semantically, enabling us to perceive each word vector as a comprehensible feature vector 

comprised of semantic clusters. These findings hold potential for aiding in error detection in subsequent NLP 

assignments, or selecting valuable feature dimensions to streamline the development of compact and effective task-

specific embeddings. Subsequent research will continue to explore the application of interpretability in practical 

contexts. 
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 لتضمينات الكلمات باستخدام المتجهات الذاتية تحليل الخصائص الدلالية 

 بسمة عبدالرازق*, حنان عطية الل 

 قسم الرياضيات, كلية العلوم, جامعة عمر المختار, البيضاء , ليبيا 

 

 المستخلص

لقد  ثببتدم متاتدات الالمدات الا يعدة تعداليتتدا تد العد يد  ما متدام معدالادة اللادة ال بيعيدة الت قدة تد السدددد وات ا  ير    م   

ذلك، لا تزال قابلية تعسددير ثبعاه ه ا التضددمي ات تتدداً ت  ي ا  تد ه ا الورقة،  سددتاتدد  كي  يماا للمتاتات ال اتية ث  

لتقاطتا بواسد ة  ماذ  تضدميا الالمات   بالتالد،  قوم بت ريت تضدمي ات الالمات  تاتد  عا  ادا د هلالية مختلعة تم ا

( على ماموعة  يايبي يا الإ اليزية لت ليً المتاتات ال اتية العليا،  ت  ي  الخاددا د  Word2Vec)على سددبيً الم ال، 

سدتاتداك كيعية ترميز ه ا الخادا د تد ال لالية الم  ه  )على سدبيً الم ال، المتداعر،  التدالية( المرتب ة باً م تا،  ا

ا القيوه  العوا   الم تملة لت ا ال ت  مقار ة بال رل ا  ر  لت ليً تضددمي ات   مسددا ة التضددميا   اقتددم ه ا الورقة ثيضدد 

 الالمات 

 : متاتات الالمات، تضمي ات الالمات، مسا ة التضميا، المتاتات ال اتية   الكلمات المفتاحية
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